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Abstract

This paper reports on the first application of diode laser based LIF for pointwise temperature measure-
ments in flames. The technique is based on two-line atomic fluorescence (TLAF) thermometry of indium
atoms seeded at trace levels into the flame. Two novel extended cavity diode laser systems (ECDLs) were
developed, providing tunable single-mode radiation around 410 and 451 nm, respectively, to excite the tem-
perature sensitive 5P;,,—6S;/, and 5P3,,—6S,; transitions of indium. The wide tuning range of the ECDLs
allowed scans over the entire pressure broadened hyperfine structure of both transitions to be performed
with signal-to-noise ratios exceeding 50 on single wavelength sweeps (at 20 Hz). We present a modified
TLAF detection scheme that requires only a single detector and obviates the need for detection system cal-
ibration. Spatially resolved temperature profiles were obtained from a laminar premixed CHy/air flame and
found to be in excellent agreement with temperatures obtained from high-resolution OH LIF scans. The
accuracy and spatial resolution of the technique makes this an attractive alternative to traditional, more
complex, and expensive, temperature measurement techniques of similar or better precision. Finally, we
demonstrate that PLIF imaging of atom distributions in flames is possible using low power diode lasers.
© 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

High-resolution temperature data of combus-
tion processes are crucial for the development of
combustion models and the characterisation of
industrial combustion devices. The optical tech-
niques developed for this purpose [1,2], e.g., Ray-
leigh and Raman scattering, coherent anti-Stokes
Raman scattering (CARS), and laser induced
fluorescence (LIF), have traditionally required
the use of expensive and bulky systems, suffering
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moderate to low spectral resolution and shot-to-
shot intensity variations. In the last decade, how-
ever, compact diode lasers have emerged and
found extensive use for measurements based on
absorption techniques [3-6]. Their practicality de-
rives from their compactness, robustness, their
high-spectral purity, and their rapid tunability.
Furthermore, they can be much cheaper than con-
ventional laser systems (by as much as a factor of
1000), and thus have the potential to become
much more widely used in research than any other
laser type has hitherto been. Near-infrared
diode lasers have found the most widespread
application due to the robust technology available
in the near-IR wavelength region. They have been
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successfully used for absorption based flame tem-
perature measurements, probing reactants such as
O, [7], fuels such as C,H, [8], product species such
as H,O [5,6], or seeded species such as caesium [9].

However, absorption based techniques suffer
from poor spatial resolution because they are
line-of-sight techniques, and this severely limits
their use as temperature sensors for non-homoge-
neous or turbulent flows. Spatial averaging over
regions of high and low temperatures results in
distorted population distributions, from which
accurate temperature information cannot be ex-
tracted unless a priori knowledge of the flow com-
position is available, which is rarely the case.
Recently, diode lasers operating in the blue spec-
tral region have become available [10-12], and
are capable of direct excitation of electronic tran-
sitions of flame species. We have recently shown
that such lasers can be successfully used for
high-resolution LIF spectroscopy in flames [13].
Here, we report on the development of a new,
high-precision flame temperature measurement
technique based on two-line atomic fluorescence
(TLAF) of atomic indium.

The paper is organised as follows: in Section 2,
we review concepts of TLAF and proceed to pres-
ent our TLAF scheme, which is much less calibra-
tion intensive than the one usually employed. In
Section 3, the experimental details are presented.
High-resolution scans of the indium hyperfine
structure in the 5P-6S system are presented in Sec-
tion 4. Spatially resolved temperature profiles
from a laminar Bunsen flame are presented and
compared to temperatures obtained from high-
resolution OH LIF scans. Finally, we show PLIF
images of indium distributions obtained with
diode lasers and compare them to OH PLIF
images. Conclusions and a future outlook are gi-
ven in Section 5.

2. Theory

In TLAF, the population distribution of two
temperature sensitive electronic states of atoms
seeded into the flame is probed by measuring the
Stokes and anti-Stokes direct-line fluorescence
from a common upper state. Temperatures are then
evaluated from the ratio of the corresponding fluo-
rescence signals [14-17]. TLAF is an attractive
measurement technique because it is not affected
by molecular collisions: since excitation is to the
same upper state for both fluorescence processes,
quenching rates cancel out in the expression for
temperature. Furthermore, atomic tracers have
much higher transition strengths than molecular
species, and thus lower excitation powers may be
used. Indium is particularly suitable as a tracer
for TLAF, because the spin—orbit splitting in the
5P ground state of indium leads to an energy spac-
ing that is ideally matched to k7 in typical combus-

tion environments (1000-3000 K), leading to very
high-temperature sensitivities [18,19]. Early dem-
onstrations of the technique in flames employed
lamps for excitation [15,18,20]. High-repetition
rate pointwise temperature measurements in flames
have been reported, employing two argon ion laser
pumped continuous-wave dye lasers [17,21]. Our
group has developed the method into a 2D ther-
mometry approach [22] employing pulsed lasers,
and reported the first application of the technique
to map out cycle resolved 2D temperature profiles
in a running SI prototype car engine [18,23].

Previous applications of indium TLAF were
performed using two lasers and two detectors, as
shown in the scheme depicted in Fig. 1A. In the
diagram, the 52P1/2, 52P3/2, and the 6281/2 levels
are represented by numbers 1, 2, and 3, respec-
tively. Initially, the 1 — 3 transition is pumped
at 31, and the filtered fluorescence F3, is detected.
Then, the 2 — 3 transition is pumped at A3,, and
F3; is detected using a second filtered detector.
From the ratio of the two fluorescence signals,
the temperature, 7, can then be determined using
Eq. (1). This equation can be derived by combin-
ing the rate equations with the Boltzmann popula-
tion equation [14,17]

AE [k
n(57) + o (&) +micy

Here, I3, and I}, are the laser irradiances at A3
and 131, respectively, AE is the energy separation
between levels 1 and 2, and k is Boltzmann’s con-
stant. Note that no quenching rates appear in Eq.
(1). Furthermore, due to the symmetry of the exci-
tation and detection scheme, transition strengths
also cancel out. C; is a non-dimensional calibra-
tion constant, which is determined experimentally
and accounts for the varying efficiencies of the two
detectors, transmission characteristics of filters,
corrections for relative laser power measurements,
and, in the case of multi-mode laser sources (not
applicable here), the spectral overlap between
the laser profile and the atomic transition. The
calibration of relative detection efficiencies is usu-
ally the largest source of systematic error.

In this study, however, a different scheme is
employed, using only a single detector, as shown
in Fig. 1B. Excitation from level 1 to level 3 is still
followed by detection of 3 — 2 fluorescence, de-
noted here by F,. However, 2 — 3 excitation is
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Fig. 1. (A) Conventional TLAF scheme and (B)
modified TLAF scheme used in this study.
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now followed by resonance fluorescence detection,
Fy,. This has the advantage that only one detector
is needed, since both signals are now detected at
A32. Of course, the technique would also work if
one detects resonance fluorescence in the 3 — 1
transition instead [16], but there are several rea-
sons why we prefer the former: the oscillator
strength of the 3 — 2 transition at 451 nm is
nearly twice as strong as the 3 — 1 transition
(A3 =1.02%x10%s7!, 45, =0.56 x 10®s7}). Fur-
thermore, lower flame emission is present at
451 nm, and there is less fluorescence trapping
for the signal at 13, due to the lower population
of state 2 compared to that of state 1. Our scheme
obviates the need for calibration of differences in
detection efficiencies, which hampers the previous
approach. The resulting expression for tempera-
ture is now found to be:

AE/k
tn (20) 4310 (22) +1n (32) +In(Co)|
@

A disadvantage compared with the previous ap-
proach is that the Einstein coefficients, 43, and
As,, now appear explicitly and need to be known.
In this scheme, the experimental calibration con-
stant C, includes only small corrections, for exam-
ple for the calibration of the laser power detector
efficiencies at 13, and A3,, which can be measured.
It is worth noting that, since resonance fluores-
cence is observed for Fy, our technique is applica-
ble only in open flames with low particulate
loading.

T =

3. Experiment

Two novel widely tunable extended cavity
diode lasers operating around 410 and 451 nm

were designed, which are described in [13,24].
Fabry—Perot GaN laser diodes (Nichia), without
anti-reflection coatings, were mounted in Littrow
cavities to achieve tunable single-mode radiation
[25]. Each cavity consisted of the diode, a colli-
mating aspheric lens, and a holographic
1800 lines/mm grating attached to a piezo-actu-
ated kinematic mount [24,26]. The injection cur-
rent and temperature of the diodes were
controlled by standard laser driver units (Tek-
tronix, LDC8002 and TED 8020). The output
powers of the 410 and 451 nm ECDLs were 3.2
and 1.0 mW, respectively. By simultaneous tuning
of diode current and piezo voltage, mode-hop free
tuning ranges exceeding 90 GHz were achieved, at
scanning rates of 20 Hz.

The experimental set-up for TLAF thermome-
try is illustrated in Fig. 2. The 410 and 451 nm
beams were overlapped and combined using a di-
chroic mirror and focused using an /= 300 mm
lens to a beam diameter of around 100 pm. The
LIF signal was imaged at /# = 2.4 through a pin-
hole (d= 150 pm) onto a photomultiplier tube
(Hamamatsu, R3788), resulting in a probe volume
of around 0.1x0.1x0.15mm>. An interference
filter centred around 451.1 nm (CVI, AZ = 3 nm)
was used to suppress flame emission. The laser
powers were continuously recorded by monitoring
reflections from quartz plates using photodiodes.
The wavelength scans of the two lasers were mon-
itored using a solid low finesse quartz etalon
(FSR=3.1 GHz) in transmission mode. Laser
powers were referenced using a calibrated laser
power meter, inserted after the focusing lens. In
the interaction region, the power in the 451 nm
beam was 0.4 mW. The power in the 410 nm beam
was attenuated to 0.2 mW at the same location, in
order to achieve fluorescence signals of similar
intensities for the two transitions. The saturation
irradiances of both transitions were theoretically
estimated to ensure that the experiments were

PD PD =
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Fig. 2. Schematic illustration of experimental set-up used (ECDL, extended cavity diode laser; PD, photo diode; FP,
Fabry—Perot etalon; IF, interference filter; and PMT, photomultiplier tube).
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performed in the linear excitation regime. The cal-
culation was done for a three-level system [27] and
the effects of collisional quenching and pressure
broadening at the experimental conditions were
accounted for. For both excitation wavelengths,
irradiances were found to be below saturation lim-
its. The linear proportionality between the laser
power and fluorescence signal strength was also
experimentally confirmed for both transitions
using a variable beam attenuator. The ECDLs
were controlled and synchronised using a digital
function generator. The LIF signal, laser power
signals, and the etalon trace were all digitised by
a 16 bit data acquisition card (National Instru-
ments PCI-6014).

The spectra were divided by the laser power
and averages of 200 spectra were used for the eval-
uation of temperatures. Theoretical spectra were
fitted to the averaged spectra using a non-linear
least squares fitting routine. The fitted spectra
were integrated to yield F,/I}, and F\/I},, which
were then used to evaluate temperatures accord-
ing to Eq. (2).

An axis-symmetric premixed laminar CHy/air
Bunsen flame (¢ > 1) stabilised on a translatable
burner with a diameter of 10 mm was used for this
study. A pneumatic nebuliser was used to seed the
airflow with a dilute solution of InCl; (1072 mol/
L) in distilled water (seeding rate: 2.5 ml/h). At
this level of seeding, no direct absorption of the la-
ser beams by indium atoms was detected by a
photodiode after a single pass of the laser beam
through the flame when scanning over either of
the two transitions.

In a separate experiment, the output from the
410 nm ECDL was used for planar laser induced
fluorescence measurements (PLIF) of the indium
distribution in the laminar flame. For this pur-
pose, the laser wavelength was fixed to the cen-
tre peak of the 52P1/2—>6251/2 transition. The
laser beam was expanded to a sheet with a
cross-section of 15x 0.1 mm>. The PLIF signal
was detected using a digital video camera
equipped with a 451 nm interference filter. Expo-
sure times of individual frames corresponded to
8 ms. Laser sheet inhomogeneities were compen-
sated for by recording fluorescence from dilute
dye solutions.

The TLAF temperatures were validated by OH
excitation scans performed in the same burner.
Here, the frequency doubled output from a
Nd:YAG laser pumped dye laser was employed.
The laser wavelength was scanned from 281.5 to
283.2nm to excite rotational lines with
0.5<J< 155 in the (0, 1) vibrational band of
the A’Z" « X>II system. OH fluorescence signals
from the (0, 0) and (1, 1) bands were collected by a
PMT filtered with a UG 11 and a WG305 filter.
OH LIF spectra were simulated and fitted to the
experimental spectra using a weighed non-linear
least squares fitting routine, using the program

described in [28]. The program takes full account
of rotational line dependence of the transition mo-
ment, fluorescence quantum yield (including ef-
fects of quenching and rotational energy
transfer), and collisional broadening.

4. Results

The continuous single-mode tuning range of
the ECDL systems allowed scanning of the laser
wavelength over the entire width of both indium
transitions, as shown in Fig. 3. The 52P1/2 -
6°S,, transition at 410 nm consists of four hyper-
fine components, the positions and strengths of
which are indicated in Fig. 3A. Figure 3 shows an
average spectrum of 200 single scan spectra, a single
scan spectrum obtained in 50 ms, and a theoretical
fit to the average spectrum. The theoretical spec-
trum is the best non-linear least squares fit of
the experimental spectrum with position, intensity
scaling factor, background offset, and Voigt
broadening coefficient as floating parameters. Rel-
ative hyperfine peak separations were taken from
the literature [29], and intensities were calculated
from the respective Clebsch—Gordan coefficients
[30].

The fitted Voigt profiles yield a pressure broad-
ening component of around 6.6 GHz, assuming a
a Doppler broadening component of around
2.2 GHz corresponding to a temperature of
2000 K. The pressure broadening coefficient is in
good agreement with that expected for N, domi-
nated collisional broadening at this temperature
and pressure [31]. Note that the total width of
the 52P1/2—>6ZSI/2 transition is observed to be
around 30 GHz, which is considerably wider than
what has previously been assumed (2 GHz [17))
and used in TLAF measurements. The observed
width of this transition is thus comparable to or
even larger than the line width of conventional
dye laser systems. Effects of the temperature
dependence of the spectral overlap between the la-
ser profile and the transition line width must
therefore be taken into consideration when
designing such experiments. In the present tech-
nique, this is avoided since the it is possible to
scan over the entire transition system at a much
higher resolution (<10 MHz laser linewidth). Sig-
nal-to-noise ratios exceeding 50 were obtained
even on single scan spectrum, demonstrating the
potential of the technique for dynamic measure-
ments. Note that the fluctuations observed on
the single scan spectrum are mainly due to local
fluctuations in the indium concentrations, which
are observed to be largest close to the flame front.
It should also be noted that the apparently higher
noise levels observed on the right-hand side of the
single scan spectrum are a normalisation artefact
because laser powers diminished towards the end
of the scan.
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Fig. 3. Indium LIF spectra of: (A) the 52P1/2 — 6281/2 indium transition near 410 nm, and, (B) of the 52P3/2 — 6251/2
transition near 451 nm. Single scan spectrum is shown offset from the averaged spectra to improve clarity. Theoretical
fits, residuals, and positions and relative strengths of individual hyperfine peaks are also shown. The insert shows details

of the transitions involved.

Figure 3B shows the corresponding LIF excita-
tion spectrum of the 52, /2 — 6°S,; J» transition near
451 nm. This consists of six closely spaced hyper-
fine transitions, as indicated. A pressure broaden-
ing coefficient of 5.8 GHz was measured here,
which is smaller than for the 5°P; p— 6°S, /> transi-
tion discussed earlier, but this is consistent with pre-
vious findings for other group III metals [32]. Note
that background levels in the fit were close to zero,
even for this resonance fluorescence spectrum.

Figure 4 shows vertical profiles of the 410 and
451 nm fluorescence signals along the centre axis
of the flame. Data points correspond to the inte-
grated fluorescence signal from 200 spectra, nor-
malised by the laser power. At heights between
15.5 and 16 mm significant increases in the indium
LIF signals are observed, as the neutral indium
atoms are generated close to the flame front.
The fluorescence signals then decrease gradually
with increasing height, due to the oxidisation of

. .
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© OH temperature
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© 451 nm excitation LIF
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Normalised fluorescence (a.u.)
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Fig. 4. Temperature and TLAF signals along a vertical
axis through the centre of the flame. A temperature
datum obtained from an OH excitation scan is also
shown.

indium. Error bars shown correspond to the stan-
dard deviation of the integrated fluorescence pow-
ers obtained from single scans. Observed signal
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variations are thought to stem from dynamic
changes in neutral indium formation. This is sub-
stantiated by the fact that error bars are largest
near the tip of the flame where neutral indium
production rates are strongly affected by minute
flame flicker.

The temperature profile, also shown in Fig. 4,
was directly evaluated from averaged fluorescence
powers using Eq. (2). The excellent spatial resolu-
tion demonstrates the superiority of TLAF over
conventional line-of-sight absorption techniques
to perform temperature measurement in spatially
inhomogeneous combustion environments. A
steep rise in temperature is seen near the flame
front, with temperature staying nearly constant
in the post-flame region, in agreement with previ-
ous studies of CHy/air Bunsen flames [33]. Tem-
peratures in the post-combustion region are seen
to slightly fluctuate from one measurement point
to the next (around 2.5%). This scatter is a conse-
quence of both minor drifts in local indium con-
centration and small flame movements due to
currents of ambient air and flow speed variations.

The largest systematic error in our temperature
measurement arises from the calibration of laser
power meters. We conservatively estimate this to
be around 10% in our case, which would intro-
duce a systematic uncertainty of 7% or 130 K at
2000 K. Further systematic errors stem from the
uncertainty in reported A coefficients of the two
indium transitions, uncertainties in the frequency
calibration of laser scans, detector non-linearities,
and background flame emission, but these are all
much less significant in the present case. The error
bar shown at 1 = 25 mm reflects the estimated to-
tal systematic uncertainty.

A reference temperature measurement, indi-
cated by a grey circle, was made at & = 18.5 mm
by performing an OH excitation scan. Figure 5
shows the corresponding excitation scan, together
with the best fit simulated OH spectrum, giving a
temperature of 2049 + 110 K (for a detailed dis-
cussion of uncertainties associated with the cur-
rent procedures see [28], in the present case it is
a combination of both flame fluctuations and fit-
ting accuracy). As seen, the agreement between
TLAF and OH measurements is excellent. In prin-
ciple, such independent measurement techniques
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Fig. 5. OH excitation scan recorded at s = 18.5 mm.
The fitted spectrum corresponds to a temperature of
2049 + 110 K.

can be used to narrow down the systematic error
mentioned in the previous paragraph. However,
the small errors involved are a challenge even
for the most accurate reported measurement tech-
niques. For well-established temperature tech-
niques, for example CARS, Raman or Rayleigh
scattering accuracies as low as 1-2%, 2%, and
1%, respectively, have been reported in laminar
flames [1,34]. There is no reason why the present
technique should not achieve similar or better
accuracies, however, a careful calibration of the
laser power meters at the respective excitation
wavelengths would then be required.

In Fig. 6, a horizontal TLAF temperature pro-
file is shown, obtained at a height of 10 mm above
the burner. Again a steep increase in the indium
signal is observed as the flame front is crossed,
although the drop in signal is not as drastic as
in the corresponding vertical profile in Fig. 4.
The temperature increase at the flame front is
clearly captured, the maximum temperature is
slightly lower along this profile compared to the
maximum temperature of the vertical profile
through the upper part of the flame, which is in
agreement with previous findings [33].

Figure 7A shows a PLIF image of the indium
distribution in the flame and Fig. 7B shows a cor-
responding OH PLIF image (imaged regions:
22 x 10 mm?). The left-hand side is a composite
image of four indium PLIF measurements ob-
tained at different flame heights with 410 nm exci-
tation. The OH PLIF corresponds to excitation of
the Qq(1) line (indicated in Fig. 5) at 281.9 nm.
Several observations can be made by comparing
these two images. First note that excellent sig-
nal-to-noise ratios are obtained even with weak
diode laser excitation, which offers promise for a
future extension of the diode TLAF technique to
a planar measurement technique. Second, there
is an observed anti-correlation between regions
of high-indium signals and high-OH signals. This
is in correspondence with previous investigations
of similar flames [35], where indium concentra-
tions were found to be low in regions where strong
oxidation takes place.

® TLAF Temperature
~+=410 nm axcitation LIF
©-451 nm excitation LIF

Temperalure (K)

Normalised fluorescence (a.u)

4 6
Radial position (mm)

Fig. 6. Temperature and TLAF signals along a hori-
zontal axis through the centre of the flame.
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A Indium PLIF

20 mm

B OH PLIF
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Fig. 7. PLIF image of: (A) indium distribution and (B)
OH distribution from a laminar premixed CH,/air
Bunsen flame.

5. Conclusions

This paper reports on the development of a no-
vel temperature measurement technique based on
two-line atomic fluorescence (TLAF) measure-
ments with blue diode lasers. To the authors’
knowledge, this is the first application of diode la-
sers for LIF based temperature measurements.
The technique probes the relative population of
two electronic states in indium atoms, which were
seeded at trace levels to the flame. Two extended
cavity diode lasers (ECDLs) operating near 410
and 451 nm were constructed. The ECDLs al-
lowed rapid scanning of the entire pressure broad-
ened hyperfine structure of the 52P1/2—>6ZSI/2
and 52P3/2 - 6%S; > transitions. Their width was
measured to be 30 and 14 GHz, respectively,
much larger than what had previously been re-
ported in the literature.

A modified version of the TLAF technique was
used, employing only a single detector and detec-
tion wavelength, obviating the need for a calibra-
tion of the signal collection system, which is the
largest contribution to uncertainties in conven-
tional TLAF. Spatially resolved temperature pro-
files of a laminar flame were measured, and
obtained temperatures agreed well with those ob-
tained by independently performed OH LIF excita-
tion scans. Finally, the potential of using diode
lasers for PLIF imaging of atomic species was dem-
onstrated. Two-dimensional diode TLAF measure-
ments may become a possibility in the future.

It has previously been reported that indium
TLAF has potential as a tool for measurements
in rich, sooting, flames where OH thermometry

is not possible [22]. To apply TLAF in such sys-
tems, a two detector approach involving non-res-
onance fluorescence detection from each indium
transition would be required to avoid interference
from scattered laser radiation. The calibration
constant C; in Eq. (1) required for such a mea-
surement is efficiently obtained by first performing
a measurement in a non-sooting flame using the
single detector scheme described in the present pa-
per followed by a measurement using the non-res-
onant, double detector scheme. Note that this
does not require any modifications to the optical
set-up.

Currently, we are modifying our present TLAF
set-up to allow high-repetition rate measurements
to be performed, which would enable the probing
of turbulent flames. To do this, the diodes will no
longer be operated in scanning mode because the
ECDL wavelength tuning is not rapid enough. In-
stead, the laser lines will be locked to frequencies
near the peaks of respective indium transitions. A
rapid laser switching scheme similar to what has
been outlined by Dec and Keller [17] could be
envisaged to achieve kHz repetition rates. The
blue diode laser TLAF technique offers exciting
potential for a wide range of applications. Tradi-
tional temperature measurement techniques have
suffered from the problems associated with high-
power laser systems, such as pulse-to-pulse inten-
sity and mode fluctuations, large laser line widths,
and low repetition rates, which can be overcome
with diode lasers.
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Joachim W. Walewski, University of Wisconsin-Mad-
ison, USA. In your work, you claim that the calibration
constant, in the expression for the measured temperature
is only dependent on “external” quantities, for example,
spectral detector responsivity, filter transmission, etc. In
reality, this factor also contains the convolution of both
laser line profiles with the respective absorption line pro-
files. In your presentation you show that the absorption
lines are dominated by pressure broadening. This makes
the convolutions and thus the calibration constant a
function of pressure. So if you want to apply your meth-
od in environments with varying pressure, e.g., internal-
combustion engines or higher turbulent flames, you
either need to scan over the absorption line in a time
shorter than the time scale of a noticeable pressure
change, or you would need to attain knowledge of the
dependence of C on the pressure from ‘“external”
sources, e.g., from calibration measurements and the
knowledge of the local pressure.

Reply. It is true that the shapes of the indium spectra
are pressure dependent. All of the experiments described
here, however, were performed at constant (atmo-
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spheric) pressure. Furthermore, in the present study, the
entire indium fluorescence spectra were acquired by
scanning the wavelengths of the narrow linewidth diode
lasers. The fluorescence strengths Fa and Fb, used to
determine the temperature, represent the integrated
areas under these spectra, and are thus independent of
spectral shape. Therefore, for the work presented here,
the calibration constant ‘C” is not a function of pressure.
We have mentioned the future possibility of making
TLAF temperature measurements at high repetition-
rates and applying the technique to dynamic combustion
processes. It is not currently possible to scan the wave-
lengths of the blue extended-cavity diode lasers over
the entire indium transitions at sufficiently high rates

for the study of such systems. A different approach
would be to lock the laser lines to wavelengths near
the centre of the indium transitions, and to switch be-
tween them on a time-scale that is much faster than
the changes in temperature and pressure. In this case,
the pressure would indeed have to be known at the mea-
surement time, if the corresponding line-shape changes
were appreciable, and if the pressure dependence of the
two fluorescence signals was significantly different. One
possibility to recover partial line-shape information
quickly may be to modulate the laser frequency around
a restricted region of the indium transition by tuning the
diode injection current, while keeping the extended cav-
ity fixed.
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