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Abstract

We report on the development of a novel diode laser thermometry technique permitting temperature
measurements in flames based on the fluorescence lineshapes of an atomic tracer species. The technique,
which we term OLAF (one-line atomic fluorescence) requires only a single diode laser source for excitation,
is simple to implement, and has excellent spatial resolution. Temperatures are deduced from the
52P1/2 fi 62S1/2 transition of atomic indium, the lineshape of which is highly sensitive to temperature
changes at typical flame conditions. A rigorous validation is performed in a reference flame with compar-
isons to measurements by CARS and by Na-line reversal, and to numerical simulations.
� 2006 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

The importance of spatially resolved tempera-
ture measurements to the study of combustion is
widely acknowledged. Laser techniques are best-
suited to this task, since they fulfil the require-
ments for high spatial and temporal resolution,
and for non-intrusiveness [1]. A number of laser
techniques have been developed, including,
coherent anti-Stokes Raman scattering (CARS),
two-line laser-induced fluorescence (LIF), and
Rayleigh scattering; these techniques have been
extensively applied in laboratory flames and in
practical combustion devices [1–4]. The complexi-
ty and cost of equipment required for these tech-
niques restricts their use, however, to dedicated
laboratory environments. Diode laser technology
is increasingly being used for the development of
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combustion sensors that are compact, inexpensive
and robust [5] but the application of such sensors
has been almost exclusively restricted to path-inte-
grated absorption measurements, offering little or
no information on spatial gradients. Thermome-
try is possible by wavelength scanning a diode
laser over a carefully selected pair of temperature
sensitive absorption lines of a species such as, O2

[6], OH [7], or CO [8]. This and related techniques
are appropriate to the study of systems in which
the temperature is homogeneous along the beam
path; applications have, for example, been dem-
onstrated for thermometry in the combustion
chamber of a power plant [9], and in a pulse-det-
onation engine [10]. Flame temperature measure-
ments have previously been performed by
tomographic reconstruction [11], which allows a
certain degree of spatial resolution but involves
spatial scanning leading to long measurement
times, and may struggle to resolve the steep spatial
temperature gradients that are present in many
flames.
ute. Published by Elsevier Inc. All rights reserved.
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In an effort to address these issues, a wave-
length-scanning diode laser technique based on
two-line atomic fluorescence (TLAF) was devel-
oped previously in our group, which can perform
temperature measurements with a spatial resolu-
tion that is limited only by the size of the focal
spot of the laser beam [12]. Earlier implementa-
tions of TLAF had been performed using flash-
lamps [13] or dye-lasers [14] as the excitation
source. The strategy is based on the seeding of
trace levels of indium atoms to the flame. Due
to the high oscillator strength of atoms, strong
fluorescence signals are obtained even when
probed with low power diode laser excitation
sources. The TLAF technique works by probing
the relative populations of two spin-orbit split
sub-levels of the indium ground state. It involves
the use of two blue diode lasers, emitting at wave-
lengths of 410.2 and 451.1 nm. Despite the poten-
tial and advantages of this approach, one
disadvantage is that two laser sources, two filter
sets, and two detectors are usually required, as is
the case with most other ratiometric techniques.
During this research, however, the influence of
temperature on the indium fluorescence lineshapes
was apparent. The 52P1/2 fi 62S1/2 transition at
around 410.2 nm has especially good sensitivity
as a result of the separation of the hyperfine com-
ponents; the reason for this will be discussed in
more detail below. It was therefore possible to
develop a thermometry technique requiring only
a single diode laser. Instead of probing the relative
intensity of two transitions, it involves probing
only one transition, and obtaining temperature
information from the spectral lineshape. We call
this technique OLAF (one-line atomic fluores-
cence) to distinguish it from the conventional
TLAF approach.

Lineshape-based temperature measurements
have been used in low pressure environments
because, under these conditions, collisional broad-
ening is negligible and the transition width is
determined solely by Doppler broadening, whose
temperature dependence is governed by a simple
relationship. For example, Scheibner et al. [15]
used the line-width of absorption spectra of alu-
minium atoms, acquired using a blue extended
cavity diode laser, to determine the temperature
in a hollow-cathode lamp, as a function of dis-
charge current. At the conditions of an atmo-
spheric pressure flame, however, the situation
becomes more complicated because the lineshape
is a convolution of the Doppler profile with a
Lorentzian profile, which results from collisional
broadening. This makes it considerably more dif-
ficult to determine the relationship between the
transition width and temperature. Nevertheless,
path-averaged flame thermometry based on line-
shape analysis has been attempted previously by
Sanders et al. [16,17], who seeded caesium atoms
to a pulse detonation engine. They derived an
empirical value for an exponential coefficient
relating the width of the Lorentzian component
of the absorbance linewidth (DmL) to temperature,
and thus obtained good agreement with other
measurements of the temporal evolution of tem-
perature in the engine. However, in addition to
being a function of temperature, DmL is also
dependent on the mole fractions of the species col-
liding with the probed atom (which may vary spa-
tially and temporally). In estimating the
relationship between DmL and temperature, it is
consequently important to avoid making a cali-
bration that inadvertently takes into account the
effects of varying gas composition. For the LIF
technique we propose here, the dependence of
DmL on T and on species concentration is explored
explicitly using model assumptions that are phys-
ically reasonable for the flame conditions that we
probe.

The paper begins by briefly outlining the rele-
vant theory of collisional line-broadening, and
by drawing attention to the particular advantage
of indium as a probe species. This is followed by
a description of the experimental set-up required
to perform OLAF. Finally, results from measure-
ments performed in a laminar reference flame are
presented and the accuracy of the technique is
assessed by comparison to CARS, to Na-line
reversal, and to numerical simulation performed
for identical conditions. The results are discussed
before concluding with an overview of the future
prospects for the technique.
2. Theory

A short description is given here of the physical
mechanisms that lead to the broadening of spec-
tral lines. First, there is Doppler broadening, in
which a Gaussian lineshape results from the distri-
bution of molecular velocities in the gas. The full-
width-at-half-maximum-height (FWHM) of the
Doppler component of the spectral width is
defined as:

DmD ¼
2m0

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2ð ÞkT

m

r
ð1Þ

Here, m0 is the transition centre frequency, c is the
speed of light in a vacuum, k is the Boltzmann
constant, T is the temperature, and m is the molar
mass of the probed species. At flame conditions, a
broadening resulting from a second mechanism,
pressure (or collisional) broadening, is of compa-
rable magnitude and has a Lorentzian lineshape:

gL mð Þ ¼ DmL

2p
1

m� m0ð Þ2 þ DmL

2

� �2
ð2Þ

Here, DmL is the FWHM of the Lorentzian profile.
The composite spectral shape that results from
these effects is defined by the convolution of the
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Gaussian and Lorentzian functions, which results
in a Voigt profile [18].

As noted above, the functional relationship
between the DmL and T is fairly complicated. Nev-
ertheless, an approximate analysis can be made on
the basis of certain assumptions. Since, at flame
conditions, natural broadening is negligible com-
pared to collisional broadening, the total Lorentz-
ian width can be expressed as the sum of that
resulting from adiabatic collisions (DmL00) and that
resulting from non-adiabatic collisions (DmL 0) [19].
The distinction between these is that non-adiabat-
ic collisions result in a change in the energy state
of the atom, whereas adiabatic collisions do not.
The magnitude of DmL 0 for atoms cannot easily
be estimated from theory, but, at flame condi-
tions, is typically an order of magnitude smaller
than DmL00; therefore, in this analysis, the former
will be neglected. A further assumption that can
be made is the impact broadening approximation
[20], by which it is supposed that the duration of
collisions between the atom and the broadening
partner is insignificant by comparison to the time
between collisions. This assumption is valid at the
conditions being probed here, and only breaks
down at much higher pressure. The radiation that
is emitted during collisions can thus be neglected,
and the collisions can be regarded as instanta-
neous. It follows that the only consequence of
the collisions is in a phase shift to the emitted radi-
ation. The magnitude of this phase shift depends
on the interaction potential between the probed
atom and perturbing molecule, which can be
approximated by the first term of the van der
Waals function [19]:

V vdwðRÞ ¼
C6

R6
ð3Þ

where C6 is the van der Waals constant and R is
the separation between the indium atom and the
perturbing particle. From these assumptions, it
can be shown that the Lorentzian width is de-
scribed by:

DmL / DC
2
5
6u

3
5N ð4Þ

where N is the total number density, DC6 is the
difference between the van der Waals constants
for the ground and excited states of the absorbing
atom, and u is the relative mean velocity between
the probed atoms and perturbing molecules,

u ¼

ffiffiffiffiffiffiffiffiffi
8RT
pl

s
ð5Þ

where l is the reduced mass, and R is the Univer-
sal Gas Constant. Nefedov et al. describe a meth-
od for estimating the C6 interaction potential [19],
from which it is apparent that this term is not a
function of temperature. If we assume ideal gas
behaviour, then N � T�1, from which it follows
that: DmL � T�0.7, and this is the relationship that
will be used throughout this paper. It should be
noted that DmL is a function of composition but
this dependence will be neglected here since the
flames in this study are composed mainly of N2,
which means that mole fractions of other species
change much less as a function of flame-stoichi-
ometry or of height-above-burner than in the case
of flames without an inert diluent; the validity of
this assumption will be discussed in a later section.

Another aspect of theoretical background that
it is worthwhile to consider is the reason for select-
ing indium as the tracer species. In order to reveal
the rationale behind this choice, it is instructive to
consider the variation in the spectral shape of the
indium 52P1/2 fi 62S1/2 transition (near 410.2 nm)
as a function of temperature. The transition con-
sists of four hyperfine components, the middle
two of which lie close to each other, resulting, at
flame conditions, in a structure with three sepa-
rate peaks. Examples of theoretical spectra are
shown in Fig. 1: each one represents the sum of
four Voigt profiles. The positions and relative
intensities of the hyperfine components of the
transition are also shown. In Fig. 1a, a base case
spectrum has been plotted with Lorentzian width
equal to that measured at 2200 K (corresponding
to the temperature obtained from a reference mea-
surement, as will be described in a later section);
the Doppler width was calculated for the same
temperature. Another spectrum is also shown,
corresponding to a temperature of 1950 K; in this
case, DmL and DmD were calculated from the rela-
tionships shown above. Note that in the latter
case, the depth of the troughs in the spectrum is
less profound. An expanded view of the shaded
region in Fig. 1a is shown in b, where four further
spectra are shown, separated by intervals of 50 K.
The spectra have each been normalised to a max-
imum value of 1.0 arbitrary units. It is apparent
from the figure that the depth of the troughs of
the spectrum is very sensitive to temperature.
Therefore, the choice of a transition system with
several appropriately spaced lines allows for
greater temperature sensitivity than would be pos-
sible with a single hyperfine line, where the loca-
tion of the line flanks would need to be
determined very accurately. The fidelity of the
indium LIF spectra obtained during this study,
and the corresponding quality of the spectral fits
mean that the technique is sensitive even to small
changes around typical flame temperatures.
3. Experiment

The widely tunable extended cavity diode laser,
operating around 410.2 nm, which was used dur-
ing this work, has been described in detail previ-
ously [21]. Due to the wide mode-hop free
tuning range of this laser system, it was possible
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Fig. 1. (a) Simulated indium spectra corresponding to temperatures of 1950 K (shallower troughs) and of 2200 K. The
positions of the hyperfine lines are indicated. (b) The shaded region of (a) is shown on an expanded scale, and additional
spectra are shown at 50 K intervals, ranging from 1950 to 2200 K.
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to perform mode hop-free scanning over the entire
52P1/2 fi 62S1/2 transition structure. The laser
wavelength scans were performed at a rate of
20 Hz, and the laser power decreased from
approximately 1.4 to 0.8 mW during the scan,
due to tuning of the injection current. The exper-
imental set-up for the thermometry experiment is
shown in Fig. 2. The output beam of the extended
cavity diode laser was focussed (f = 300 mm) to a
beam diameter of around 100 lm on the centre-
line of an axis-symmetric flame. The burner was
mounted on a translation stage which allowed
for the adjustment of its height. Prior to passing
through the flame, part of the laser beam was
reflected by a glass plate towards a quartz etalon
(FSR = 3.00 GHz); the transmitted fringe pattern
of this etalon was used to ensure that the laser
scans were mode-hop free, and also made it possi-
ble to compensate for slight non-linearities in the
wavelength scanning rate. A second glass plate
was used to reflect part of the laser beam to a pho-
todiode as a reference power measurement, which
was used to normalise the fluorescence intensity.
Another photodiode was used to measure the
power of the laser beam after passing through
Fig. 2. The experimental set-up for the OLAF ther-
mometry experiments (L, lens; IF, interference filter
centred around 451.1 nm; PMT, photomultiplier tube;
PD, photodiode; BS, beamsplitter; ECDL, extended
cavity diode laser).
the flame, allowing the absorbance spectrum to
be evaluated. The fluorescence signal was imaged
at f/# = 2.4 through a pin-hole (d = 500 lm)
and an interference filter centred around
451.1 nm (CVI, Dk = 3 nm) onto a photomultipli-
er tube (Hamamatsu, R3788); the photomultiplier
signal was pre-amplified (gain = 105; band-
width = 20 kHz). This resulted in a measurement
volume defined by a cylinder with a diameter of
0.1 mm and length of 0.5 mm. The detection of
non-resonant fluorescence in the 52P3/2 fi 62S1/2

transition, at around 451.1 nm, avoided any inter-
ference that could otherwise have resulted from
scattered laser light from the surface of the burner
plate. The electronic signals were digitised using
an oscilloscope, and the averages of 128 individual
wavelength scans were stored. Measurements of
the background readings were taken and were
subtracted from the experimental data. It has pre-
viously been confirmed that for laser irradiances
such as those used here, the fluorescence intensity
is a linear function of laser power [12].

A one-dimensional laminar flame of CH4 and
air was stabilised on a custom-designed Mèker-
type burner. The burner consisted of a metal plate
with drilled holes (d = 0.5 mm; spac-
ing = 0.25 mm) resulting in a flat flame-front
located approximately 1 mm above the burner
surface. The flame was seeded by passing a por-
tion of the air stream through a nebuliser contain-
ing an aqueous solution of InCl3 (�0.05 M),
which resulted in a concentration of indium atoms
in the flame of approximately 100 ppb. This tiny
seeding concentration was not observed to cause
any perturbation to the flame properties. An
unseeded co-flow flame (d = 60 mm) was present,
and was run at the same stoichiometry as the
inner seeded flame (d = 40 mm), which meant that
the seeded region was homogeneous in tempera-
ture, thus allowing accurate path-integrated tem-
perature measurements to be performed by the
Na-line reversal technique, for the purpose of



Fig. 3. The average of 128 indium fluorescence spectra is
shown along with a theoretical fitted spectrum. The
residual between the experimental and fitted spectra is
shown on a separate axis.
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comparison. Reference temperature measure-
ments were made, at precisely the same flow con-
ditions, by Na-line reversal, and by vibrational
coherent anti-Stokes Raman scattering (CARS)
of N2. Details of the burner and of its character-
isation by CARS, Na-line reversal, and numerical
simulation are presented elsewhere [22]. It should
be noted that this flame geometry was selected for
the purpose of the Na-line reversal technique: the
OLAF diode laser thermometry tool presented
here is expected to work equally well in other
flame configurations.

Due to the long path length and flat flame
front of the burner used during these experiments,
there was non-negligible absorption of the laser
beam by atomic indium as it passed through the
flame (typically around 10%). The same experi-
ments could readily have been performed with
considerably lower concentrations of seeded indi-
um, thus avoiding this laser absorption, since the
acquired spectra are far from being shot-noise
limited, as discussed further below. The absorp-
tion of the laser beam could be thoroughly com-
pensated for because of the homogeneity of the
flame, which allowed the laser power at the mea-
surement volume to be determined with accuracy.
Signal trapping did not influence the lineshape of
the acquired spectra, since we perform here an
excitation scan, and perform broadband detec-
tion; the proportion of the fluorescence being
absorbed is thus independent of the excitation
wavelength. Spectra were taken at a range of
stoichiometries at 12 mm height above burner
(HAB), and at a range of heights above the burner
for / = 1.0.

Theoretical spectra comprising the sum of four
Voigt profiles were fitted to the experimental data
for each of the flames conditions studied. In the
case of both the / scan and the height scan, the
case of / = 1.0 and HAB = 12 mm was used as
a calibration point. In fitting the spectrum for this
point, DmD was fixed to a value of 2.3 GHz, which
was calculated for a temperature of Tref = 2200 K
(measured at the same conditions by the Na-line
reversal method). The relative spectral positions
and relative intensities of the four hyperfine lines
are well known. The four fitted parameters were:
the spectral location and intensity of the leftmost
hyperfine component; the Lorentzian width (DmL);
and the intensity of background radiation. This
resulted in a reference Lorentzian width of
Dmref

L = 5.01 GHz. The calibration therefore
allowed a relationship to be developed for DmL

at other temperatures:

DmL ¼ Dmref
L

T ref

T

� �0:7

ð6Þ

Thus for the rest of the measurements, T was a fit-
ted parameter and DmL and DmD were related by
Eqs. (1) and (6) to T. The resulting temperature
data are presented and discussed in the following
section. This type of calibration is likely to be
valid for any hydrocarbon–air flame burned at
atmospheric pressure.
4. Results and discussion

Figure 3 shows an example of a fluorescence
spectrum with a fitted spectrum superimposed. It
is clear from the small residual that there is a very
close agreement between the theoretical spectrum
and the experimental data. For this reason, the fit-
ted spectra allow an accurate evaluation of the
Lorentzian width of the transitions.

Figure 4 shows the results of the stoichiometry
scan in the flat-flame burner. The graph to the left
shows the measured OLAF temperature (Tline) as
a function of / at HAB = 12 mm. The results of
reference measurements performed with Na-line
reversal (TNa), and of numerical calculations
using PREMIX [23], are also shown as a compar-
ison. It can be seen that there is good agreement
between the results of the two experimental tech-
niques. The theoretical maximum error of the
Na-line reversal experiment has been estimated
to be ±15 K. A further error of a similar magni-
tude results from the limited precision with which
the gas flowrates can be reproduced. There is
agreement between Tline and TNa to within 6%
at all stoichiometries, and the model results also
concur with the experimental data. The graph to
the right of Fig. 4 shows the relationship of the fit-
ted Lorentzian width to /. The value of DmL that
would be expected from TNa, using Eq. (6), is also
shown. This plot reveals that the model for tem-
perature dependence of DmL does not give perfect
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Fig. 4. (a) Measured flame temperatures at 12 mm HAB as a function of /. The linewidth temperature at / = 1.0 was
fixed to the value measured by Na-line reversal, and the temperatures for the other points were calculated from Eq. (6).
Temperatures measured by Na-line reversal in the same burner, and the results of calculations with the PREMIX code
[23], are shown for comparison. (b) Fitted Lorentzian widths of the indium spectra as a function of /, and Lorentzian
widths predicted from the Na-line reversal temperature measurements at the same conditions.

Fig. 5. Measured temperature as a function of height
above burner (HAB) for stoichiometry / = 1.0. The
linewidth temperature scale is locked to the value
measured by Na-line reversal at HAB = 12 mm. Tem-
perature measurements by CARS, and the results of
calculations from the PREMIX code [23], are also
shown.
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agreement with the experimental data. This may
result from a combination of several factors. First,
the true exponent describing the relationship
between DmL and T may differ from the predicted
value of 0.7. This could result from the influence
of non-adiabatic collisions, or from adiabatic col-
lisions that are not well described by the impact
approximation and the use of the C6 potential.
Alternatively, the dependence of DmL on T may
be correctly described by the exponential coeffi-
cient of 0.7, but there may be a weak influence
of composition on DmL. For adiabatic collisions
with molecules described by the C6 potential,
DmL is directly proportional to the polarizability,
a, of the colliding partner, and is related through
Eq. (4) to the relative mean velocity. It is thus
possible to estimate the expected variation in
DmL over the stoichiometry range studied here
(/ = 0.8–1.3). Based on simulated major species
composition, using PREMIX, and available
polarizability data [24] the maximum change in
DmL would be 0.6% over the range covered in
Fig. 4. This would translate into a systematic error
in evaluated temperatures of around 15 K.

Since the species that differs most from N2 in
its properties as a broadening partner is H2O, it
is anticipated that any such effects of flame-stoi-
chiometry on DmL would probably be somewhat
less significant for other types of hydrocarbon–
air flames: for hydrocarbon fuels other than meth-
ane, the C:H ratio is higher so the mole fraction of
H2O in the product gases would be lower. Similar-
ly, in turbulent flames in which ambient air is
entrained in the flow, the mole fraction of N2

increases, thereby reducing the influence of
flame-stoichiometry on DmL. Despite this, it is also
possible that a significant part of the deviation
between Tline and TNa may simply be caused by
stochastic scatter of the data resulting from an
error in the estimation of DmL from the experimen-
tal spectra.
Such scatter is clearly evident in Fig. 5, which
shows the results of a height scan in the flame.
There is very little composition change as a func-
tion of HAB, and the temperature gradient is only
significant close to the surface of the burner plate.
The temperature was measured by Na-line rever-
sal only at HAB = 12 mm. Therefore, the results
of CARS temperature measurements performed
at the same conditions, and of a model performed
using the PREMIX code, are also shown in Fig. 5.
The CARS measurements represent averages of
temperatures obtained by theoretical fits to 600
individual experimental spectra with an estimated
accuracy of ±40 K. It is clear that the line-width
measurements correctly follow the trend in fairly
sharp temperature increase in the region just
above the flame front, which results from the slow
exothermic reaction of CO to form CO2. This is
followed by a gentle increase above about
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HAB = 4 mm. By comparing Tline to the model
results, it is evident that the Tline data are scattered
by approximately ±40 K around the mean, which
can only be attributed to random error.

The results reported here represent the first
spatially resolved measurements of flame temper-
ature using a single diode laser. Future develop-
ment could be directed toward the possibility of
much faster measurements, since thermometry
in dynamic systems requires both high temporal
and spatial resolution. Although high-quality
averaged spectra were analysed for illustrative
purposes during this study, it is emphasised that
the spectra were far from being shot-noise limit-
ed, so the latter does not constitute a limitation
to measurement speed. From the signal strength
and detector characteristics, it has been estimated
that a signal to noise ratio of around 20 would
be possible for a spectrum recorded in as short
a time as 100 ls with exactly the same equipment
as used during the present study. The measure-
ment speed could therefore be increased substan-
tially without loss of precision. It is clear that a
further requirement for a high-speed temperature
measurement would be a substantially increased
laser wavelength tuning rate. In this context, it
should be noted that recent developments in
extended cavity diode laser technology open the
possibility of wavelength tuning at kHz scanning
rates [25].
5. Conclusions

This paper has described the development of a
novel flame temperature measurement technique
based on the analysis of the lineshapes of fluores-
cence spectra of atomic indium. The spectra were
generated using a single diode laser and this tech-
nique therefore offers the advantage of greater
simplicity by comparison to multi-laser diagnos-
tics, while retaining favourable aspects such as
spatial resolution and accuracy. Atomic indium
was chosen as the probe species due to the sensi-
tivity of the spectral shape to temperature at flame
conditions. A theoretical model was employed to
describe the relationship of T with DmL, instead
of forcing the predicted temperature to agree with
the reference measurements by introducing an
empirical calibration constant. The measurements
of temperature by the single-diode laser OLAF
technique have been carefully compared to accu-
rate reference measurements in a one-dimensional
laminar flame that was stabilised on a burner
allowing seeding of metal atoms. The OLAF
results show good agreement with the expected
temperatures but possible reasons for small dis-
crepancies have been highlighted. The technique
is accurate, inexpensive, and simple to implement,
and, combined with independent pressure mea-
surements, conducted simultaneously, has the
potential even for measurements in environments
where the pressure fluctuates. This diode-laser-in-
duced fluorescence technique has potential for
application in sooting flames, where other ther-
mometry methods such as CARS and spontane-
ous Raman scattering are subject to
interferences. Faster laser-scanning rates may in
future allow this technique to be used for the
study of dynamic flame behaviour.
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Comments
Alan Eckbreth, Consultant, USA. Given that the tem-
perature measurements are based on the depth of the
troughs, an accurate determination of the zero base-line
would seem to be important. How would fluorescent or
background luminosity interferences affect your mea-
surement accuracy?

Reply. Each temperature measurement was per-
formed by fitting a theoretical spectrum to the exper-
imental results, thus exploiting the sensitivity of the
full spectral shapes. Sensitivity exists due to the rela-
tive change of the trough depths to peak heights as
temperature varies. There were four variable parame-
ters in the fitting process, one of which was a dc
background intensity stemming from flame emission
and seeder species chemiluminescence. High quality
fits were only obtained when the background was
correctly accounted for. The high fidelity of the
recorded spectra allows both the temperature and
the background offset to be determined with
accuracy.

d

Scott Sanders, University of Wisconsin Madison,

USA. How generally applicable is lineshape-based ther-
mometry in combustion systems? What is the sensitivity
of the inferred temperature to gas pressure? If I try to
apply your technique to a different atmospheric—pres-
sure combustor, will I need to recalibrate using Na-line
reversal or similar?

Reply. This thermometry technique is likely to be
applicable in any air–hydrocarbon combustion occur-
ring at or below atmospheric pressure, although it
should be noted that the gas pressure must be known
in order to determine the temperature accurately. We
believe that the type of calibration described here is
suitable for use in other air–hydrocarbon flames at
atmospheric pressure, and that repeated recalibration
should not be required.

d

Volker Sick, The University of Michigan, USA. What
are the accuracy and precision limits for measured
temperatures?

Reply. A conservative estimate of the accuracy may be
made by comparing the temperatures derived from the
indium fluorescence lineshape to the reference measure-
ments and to the modeling results: the largest deviation
is around 6%. This figure certainly overestimates the
uncertainty introduced by the one-line atomic fluores-
cence technique because there are non-negligible errors
in the reference measurements and in the modeling. There
are further contributions from possible changes in the
flame conditions since the reference measurements were
not performed simultaneously to the OLAF measure-
ments. A recent paper describing the burner used during
these experiments [1] gives details of limitations on how
accurately the gas flow rates can be controlled, leading
to a slight but appreciable contribution to the temperature
uncertainty.

The precision of the measurements may be approximat-
ed by considering the height scan data shown in Fig. 5. In
the region of roughly constant temperature between 4 and
12 mm above the burner, the deviations between the mea-
sured temperature and the modeling results are of a mag-
nitude of ±1.3%. The true precision is better than this
though, since this number also includes, for example, the
effect of small fluctuations in the gas flowrates during
the experiment.
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