Degenerate four-wave mixing spectroscopy and spectral simulation of \( \text{C}_2 \) in an atmospheric pressure oxy-acetylene flame
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The \( {}^3 \Pi_\gamma \leftrightarrow {}^3 \Pi_\alpha \) Swan bands of \( \text{C}_2 \) have been recorded with high resolution using DFWM in the nearly Doppler free, phase conjugate geometry. \( \text{C}_2 \) was probed in a standard oxy-acetylene welding flame with excellent signal-to-noise ratio and spectral resolution. Theoretical spectra were simulated and fitted directly to the complex overlapping spectra. The good agreement obtained shows that DFWM holds promise to become a robust and reliable tool for flame thermometry. Current theories of DFWM are reviewed in context of the present work and advantages and disadvantages of the technique are discussed. © 1997 American Institute of Physics. [S0021-9606(97)00913-6]

I. INTRODUCTION

The detection of radical species in flames and plasmas is important for the study of combustion and plasma chemistry. Furthermore, many transient species such as radicals and excited atoms or molecules can only be produced in the harsh environments of high temperature flames or electrical discharges. These environments pose experimental challenges for high resolution spectroscopy. For example the intense background emission from chemiluminescence reduces signal-to-noise ratios and the Doppler effect, arising from the high temperatures, limits spectral resolution. The process of degenerate four-wave mixing, DFWM, was demonstrated as a technique for detection of excited species and proposed as a means of probing combustion and plasma processes. The detection of the OH radical in a flame was subsequently demonstrated and DFWM has recently received much attention as a combustion diagnostic technique and for detection of excited molecular states.

The \( \text{C}_2 \) radical is another species of interest to combustion science but is also of importance in other fields such as astrophysics and diamond synthesis using plasma assisted chemical vapor deposition. Various optical techniques have been used to study \( \text{C}_2 \) in flames. The first quantitative measurements of absolute \( \text{C}_2 \) concentrations in an oxy-acetylene flame have been reported by Baronavski \textit{et al.} which were obtained by saturated laser induced fluorescence (LIF). Spatially resolved measurements of relative \( \text{C}_2 \) concentrations within the flame have also been reported.\( ^7,8 \) Polarization spectroscopy has recently been used to probe the \( \text{C}_2 \) (0,0) Swan bands in the oxy-acetylene torch.\( ^9 \) A recent study has shown that spectra of \( \text{C}_2 \) in the (0,0) band could be obtained using DFWM in the forward scattering geometry.\( ^10 \) The spectra obtained using this geometry are subject to Doppler broadening. The use of multiplex DFWM spectroscopy of \( \text{C}_2 \), again yielding Doppler broadened spectra, has been demonstrated for single-shot temperature measurements in the oxy-acetylene flame.\( ^11 \)

In the work reported here DFWM in the phase conjugate geometry, which uses counterpropagating pump beams, was applied for the first time in the oxy-acetylene flame for the spectroscopy of \( \text{C}_2 \). The use of counterpropagating pump beams leads to a signal beam which counterpropagates with the probe and, consequently, the effective elimination of Doppler broadening provided the laser linewidth is significantly less than the Doppler width. Spectra obtained in this arrangement suffer from only a very small degree of Doppler broadening which arises owing to the finite crossing angle between pump and probe beams. The experiments described here aimed to test the feasibility of flame thermometry by DFWM spectroscopy using the \( \text{C}_2 \) radical. Ultimately the reliability of such a technique depends on its ability to predict measured spectral line shapes with high accuracy. Synthetic spectra were calculated directly and fitted to measured spectra. Current theories of DFWM are reviewed and their applicability in the context of the present work are discussed.

II. EXPERIMENT

A. Optical setup

Figure 1 shows the experimental setup used in the present work. The laser system consisted of a dye laser (Quanta Ray PDL-3) pumped by the frequency tripled output of a Nd:YAG laser (Spectron) pulsed at 10 Hz (7 ns pulse duration). To excite transitions in the \( \Delta v =0 \) and \( \Delta v =1 \)
Swan bands the dye laser was operated with methanol solutions of Coumarin 500 and Coumarin 460 laser dye, respectively. The laser beam was spatially filtered by a series of apertures arranged over a path of ~8 m resulting in a very homogenous intensity distribution over the entire beam diameter. The beam was passed through a double polarizer/half-wave plate assembly which allowed continuous adjustment of the laser pulse energy without introducing beamwalk. A telescope was used to reduce the beam diameter to ~1 mm in the interaction region.

To obtain the Doppler selectivity resulting in reduced Doppler broadening, the pump beams were arranged to counterpropagate and polarization discrimination was used to reject scattered light and forward pump light. The total laser energy per pulse was typically less than ~1 μJ in the interaction region. The four-wave mixing signal was allowed to propagate for ~8 m and then spatially filtered before detection by a photomultiplier tube, PMT (Thorn EMI 9783B). This resulted in excellent discrimination of continuous chemiluminescence from the bright flame. The DFWM signals from the PMT were preamplified by a low noise, fast preamplifier (EG&G Ortec VT 120) with a gain of 20 before being passed to the boxcar integrating amplifier. This increased the dynamic range of the detection system and made it unnecessary to run the boxcar amplifiers at the highest gain settings. As a result, the noise introduced by the boxcar electronics was reduced appreciably.

The interaction region was imaged by an f/10 optical system consisting of two lenses of 100 mm focal length and an aperture stop onto the entrance slit of a 250 mm scanning spectrograph (Hilger & Watts) employing a grating of 1800 lines per mm and equipped with a PMT. For LIF measurements the spectrograph was employed as a wide band filter to pass fluorescence and reject laser scatter. Thus, it was possible to record LIF and DFWM signals simultaneously. Alternatively it was used at higher resolution in scanning mode to obtain emission spectra of chemiluminescence from the flame.

For absolute wavelength calibration of the DFWM spectra part of the laser energy was passed through reference absorption cells containing either I2 vapor at room temperature or Te2 vapor at 650 °C. The DFWM spectra corresponding to the Δυ = 0 band and the Δυ = 1 band of C2 were calibrated against the reference absorption spectra using the spectral data for I2 (Ref. 14) and Te2 (Ref. 15), respectively. Variations in the scanning speed of the dye laser were monitored by recording fringes from a Fabry–Perot etalon (30 GHz free spectral range).

The flame used to produce the C2 was a standard oxy-acetylene welding torch with a burner nozzle consisting of a straight copper pipe with a tapered inner bore narrowing at the exit orifice to a diameter of 1 mm. The nozzle was mounted on an x−y−z translation stage to simplify positioning of the interaction region in the flame. Industrial grade acetylene and oxygen were separately fed to the nozzle. The gases were not premixed before injection into the burner nozzle. The flame was probed within the primary reaction zone at a height of around 4 mm above the exit plane of the nozzle. Fuel mixtures were approximately stoichiometric for all measurements presented here.

Concentration measurements of C2 in the flame by saturated LIF have been reported.6,16 LIF measurements in the atmospheric flame environment are difficult to perform because of high quenching rates in the flame and the effects of partial saturation in the wings of the laser beam profile.6,17 The uncertainties in these measurements are correspondingly high. C2 concentrations are generally accepted to be between 10^12 and 10^14 cm^{-3} for the flame operating near stoichiometric conditions.6,19

III. RESULTS

Figure 2 shows a high resolution DFWM spectrum covering almost the entire (0,0) d^3Π_u → a^3Π_u Swan band of C2. Owing to the small rotational constant of C2 (B ~ 1.6
cm$^{-1}$) the spectrum has a high density of lines and the data demonstrate the spectral resolution afforded by DFWM. The high resolution is partly a consequence of the elimination of Doppler broadening afforded by the use of the phase conjugate geometry. The excellent signal-to-noise ratio, exceeding 400:1 near the band head, is achieved by suppressing noise arising from scatter of the probe beam from the signal beam-splitter by the polarization discrimination technique. For these reasons the technique provides an excellent tool to test the accuracy of published line positions obtained both from theory and previous experimental data which is mostly limited by Doppler broadening.

The spectrum shown is free from interferences arising from isotopic species of C$_2$. The relative abundances of $^{12}$C$^{12}$C, $^{13}$C$^{12}$C, and $^{13}$C$^{13}$C is approximately $1:10^{-2}:10^{-4}$, respectively (the $^{14}$C isotope occurs at trace levels only). Since DFWM signals scale quadratically with species density the relative intensities of the mentioned species scale as $1:10^{-5}:10^{-8}$ and thus isotopic species are below the detection limit of the present technique. This fact simplified the interpretation and simulation of measured spectra. Assuming a C$_2$ concentration of $10^{13}$ cm$^{-3}$ in the interaction region, we estimate a detection limit of $\sim 5 \times 10^{11}$ cm$^{-3}$ under the present conditions.

The staggering of successive, overlapping $P$-branch triplets towards shorter wavelengths is clearly visible on the spectrum. This is a consequence of the zero nuclear spin of the molecule which means that antisymmetric levels do not occur and hence A doubling is absent. However, the remaining symmetric levels are affected by a $\Lambda$-type interaction and consequently the spacing between subsequent symmetric levels alternates. Since the $P_1$ and $P_2$ branches overlap strongly within their transition linewidth, this alternation leads to the observed intensity variation of the spectrum.

The $R$ branch extends to shorter wavelengths from the band origin and the corresponding triplets are clearly resolved. The intensity rise towards very high $J$ values visible in the $R$ branch is indicative of the high temperatures present in the flame ($\sim 3000$ K). In principle, the flame temperature could be evaluated by comparing the relative intensity of the isolated $R$-branch transitions$^{10}$ using a Boltzmann plot.$^{20}$ However, as discussed in detail in a previous paper,$^{11}$ this method requires measurements over a large number of transitions to achieve temperature sensitivity, and consequently long scanning times over which it is difficult to maintain experimental stability. In the present work, overlapping high resolution DFWM spectra of C$_2$ were modeled theoretically for the first time. The work presented here is of direct relevance for thermometry applications based on DFWM of C$_2$ in combustion environments.

Figure 3 shows a comparison of a DFWM scan and a simultaneously performed LIF scan of the (1,0) band head around 473 nm. Fluorescence excited by the DFWM pump and probe beams was imaged at right angles onto the spectrometer entrance slit. Most of the resulting fluorescence ($>95\%$) is emitted into the (1,1) band near 510 nm and the rest into the (0,0) band. To capture the (1,1) fluorescence the spectrometer bandwidth was set to 12 nm centered at 512 nm. Signal intensities at each wavelength position correspond to the average of ten laser shots. It is evident that much of the spectral detail revealed by DFWM is lost in the LIF spectra. For example, the doublets marked by arrows on the lower spectrum are clearly resolved by DFWM but not by LIF. Note also the much higher signal-to-noise ratio afforded by DFWM. No averaging was performed between adjacent wavelength positions (“moving average”) to remove spectral noise on either of the two spectra. The noise on the LIF spectra arises mostly from intense chemiluminescence from the bright flame which competes with the LIF signals. This effect can be reduced by gating the photomultiplier voltage or using a mechanical chopper.$^{11}$ Neither method was attempted for the present work.

A. DFWM line shapes

A full theory of DFWM must treat effects of atomic motion, level degeneracies, spectral properties of practical laser systems used, saturation, absorption, and other effects. At present, no fully comprehensive and quantitative theory of DFWM interactions is available to properly account for these effects in all intensity and bandwidth regimes. Further theoretical and experimental investigations are required to realize the full potential of DFWM as a diagnostic probe. The C$_2$ radical offers an ideal test case for current theories of DFWM because it occurs naturally in many flame environments and because it has a strong oscillator strength. Furthermore, its spectrum lies in a wavelength region which is eas-

![FIG. 3. DFWM spectrum of the (1,0) bands of C$_2$ (bottom) and LIF spectrum (top) obtained simultaneously by imaging the fluorescence excited by the probe and pump beams in the interaction region. The lower spectral resolution and signal-to-noise ratios afforded by LIF in the flame environment are evident.](image-url)
ily probed by standard dye laser systems without the requirement of nonlinear frequency mixing schemes.

The simplest and most widely applied theory of DFWM was developed by Abrams and Lind \cite{1} and treats the interaction of a monochromatic laser field with stationary two level absorbers (referred to hereafter as AL theory). The AL theory has been extended to include effects of atomic motion and this is known as the “moving absorber” theory. \cite{22} Again only monochromatic light fields are considered. Analytic solutions for this theory can be obtained in two extreme limits. \cite{23} In the “infinite Doppler limit,” for radiation of wave vector \( k_0 \), the inhomogeneous linewidth \( \Gamma_{d} \) exceeds the homogeneous width \( \Gamma \), where \( \Gamma_{d} = k_0 \nu_p \), and \( \nu_p \) is the most probable molecular speed, i.e., \( \Gamma/k_0 \nu_p \approx 1 \). In this case the theory predicts a Doppler-free Lorentzian line shape. This is because only the zero velocity class couples effectively to incident and generated fields. In the other extreme, \( \Gamma/k_0 \nu_p \gg 1 \), the homogeneous linewidth dominates (due to collisions and/or saturation broadening). In this limit the theory predicts the same Lorentzian cubed line shape as the standard AL theory. Doppler broadening and saturation effects on three and four level systems have been considered theoretically \cite{24,25} and experimentally. \cite{26} For most practical cases these analytical theories represent extreme approximations. Recently, the situation where collisional and Doppler widths are comparable and fields are saturating has been treated theoretically \cite{24,25} and experimentally. \cite{26} For simulation of entire spectra, a simple analytical formula is desirable although in molecular spectra the complexity of multiple levels needs often to be considered. Multi-level effects such as coherence gratings \cite{28} and crossover resonances \cite{29} can give rise to subtle effects on recorded spectra. The former are a consequence of coherences set up between individual magnetic sublevels (“Zeeman coherences”) and their effect is strongly dependent on the relative polarizations of incident laser fields. They are not, however, important in the present atmospheric pressure environment where such coherences are rapidly destroyed by molecular collisions.

In NO so-called “crossover resonances” have been shown to affect dramatically the spectral appearance of DFWM scans in the \( \gamma \) bands. \cite{29} These occur if two distinct transitions which share a common level overlap within their Doppler width. Again, the effect exhibits strong polarization dependencies and has to be taken into account even if the overlapping lines are not resolved. This effect occurs in NO because the lower \( \Pi \) state is \( \Delta \) doubled whereas the upper \( \Sigma \) state is not. \cite{30} There is, however, a fine splitting of each rotational level in the upper state due to a spin-rotation interaction which leaves the parity of the split levels unchanged. Since transitions to \( \Pi \) of these levels are allowed by electric dipole selection rules from a given lower level, crossover resonances may occur if the spin rotation splitting is less than the Doppler width. Since in \( C_2 \) both the \( d^2 \Pi_{x}^{\pm} \) and \( a^3 \Pi_{x, \gamma} \) states are affected by a \( \Lambda \)-type interaction, no transitions occur which share a common level and which overlap within the Doppler width. Crossover resonances of the type observed in NO (Ref. 29) hence do not affect the spectrum in the present case.

Williams et al. have pointed out recently that the AL theory neglects contributions to DFWM signal intensities which arise from orientation and alignment effects induced by the incident laser fields in both weak \cite{31} and strong field limits. \cite{32} A related study has recently been carried out in the case of strong field excitation. \cite{33} These effects depend on the geometry of the setup used (phase matching configuration) and, in particular, on the relative polarization orientation of the incident fields. This geometrical factor is \( J \) dependent but very rapidly levels out to a constant value for higher \( J \) values (\( J > \approx 3 \) in the present case). \cite{33} Importantly for spectra that encompass several rotational branches, it was shown that the relative strength between individual branches may be affected by a particular experimental geometry. In the present case only \( P \) and \( R \) branches appear in recorded spectra and for the arrangement used the geometrical factors can be shown to be the same for both branches leaving their relative strength unaffected. \cite{31}

The bandwidth of pulsed dye lasers used for DFWM in most practical situations is comparable to, or exceeds, the homogeneous width of probed transitions. The stationary and moving absorber theories are strictly valid only for monochromatic laser fields. For laser bandwidths exceeding all molecular relaxation rates, the signal dependence on laser intensity and bandwidth has been considered theoretically \cite{34,35} and studied experimentally. \cite{35} Theoretical DFWM signal line shapes in this very broad bandwidth regime have also been calculated and compared with experimentally measurements on OH in a methane-air flame. \cite{36} The theory has implications for multiplex DFWM spectroscopy where large bandwidth sources are employed to excite a number of transitions simultaneously. \cite{11} In a study of the saturation behavior of DFWM in CH, this broadband theory was found to give predictions in better quantitative agreement with experiment than the monochromatic theory. \cite{32}

Although the homogeneous linewidth \( \Gamma \) of \( C_2 \) is not accurately known for the flame environment in the present work, it is probably less than, or of the same order as, the laser linewidth which is well represented by a Lorentzian line shape with a width of 0.11 cm\(^{-1}\). The present case represents therefore a regime which falls within neither of the limits defined by monochromatic and very broadband lasers. Indeed, this is the situation most commonly encountered in practice. The treatment of finite but narrow laser bandwidths in DFWM is a problem that needs to be addressed in the future.

It is interesting to note, however, that in many instances where fields were used which were neither truly monochromatic or very broadband in comparison to \( \Gamma \) measured line shapes were very well described by the standard AL theory. These include studies in NO (Ref. 12), flame studies of OH (Refs. 23 and 20), and CH in an oxy-acetylene flame. \cite{27} Furthermore, measured DFWM linewidths may be narrower than the linewidth of the laser used and this is explained by the nonlinear intensity dependence of the DFWM signal in the low intensity regime. \cite{27}
Below the saturation intensity $I_{\text{sat}}$ the line shape of the DFWM signal in the AL theory is given by

$$I_c \propto \alpha_0^2 \frac{1}{1 + \delta^2} L^2 \frac{I^3}{I_{\text{sat}}} = C N^2 \frac{1}{(1 + \delta^2)^2},$$

(1)

where the center line intensity $C$ is given by

$$C = \mu_1^2 T_1^2 T_2^2 I^3 (I \ll I_{\text{sat}}).$$

(2)

Here $I_c$ is the DFWM signal intensity, $I$ is the laser intensity, $\delta = \Delta \Gamma/2$ is the detuning $\Delta$ from resonance normalized by the coherence decay time $T_2$, $\alpha_0$ is the line-center absorption coefficient, $L$ is the interaction length, $N$ is the population of the upper state (essentially unpopulated in C$_2$ at flame temperatures), $\mu_1$ is the transition dipole moment, and $T_1$ is the population loss time. Equation (1) corresponds to a Lorentzian cubed line shape with a full width at half maximum (FWHM) given by $\Gamma_{\text{FWHM}} = (2/\sqrt{3} - 1)^{1/2} \Gamma - 0.5\Gamma$, where $\Gamma$ is the FWHM of the corresponding Lorentzian. $I_{\text{sat}}$ is given by

$$I_{\text{sat}} = \frac{\hbar^2 \epsilon_0}{2 T_1 T_2 \mu_1^2 I}.$$

(3)

For expressions (1) and (2) to be valid, the laser intensity must satisfy $I \ll I_{\text{sat}}$. The sensitivity of the signal intensity to that of the incident laser intensity, and its high order dependence on collisional relaxation rates and on $\mu_1$, require accurate knowledge of these parameters if quantitative information is to be extracted from recorded DFWM spectra. The situation is relaxed if one works in the fully saturated regime where the signal becomes quadratically dependent on $\mu_1$ and independent of laser power and collisions. However, full saturation is difficult to achieve throughout the interaction volume and power broadening and aperture resolution for intensities which greatly exceed $I_{\text{sat}}$. The present work was therefore conducted in the unsaturated regime.

The dependence of $I_c$ on laser intensity was verified by monitoring, as a function of laser power, the line-center signal strength from the isolated $R_1$ ($J' = 9$) transition (notation follows Ref. 38). The result is shown in Fig. 4. Laser energies were adjusted by the calibrated waveplate-polarizer assembly. Each point corresponds to an average of 250 single shots. A straight line fit through the first 4 points of the graph yields a slope of 3.04±0.11, but at higher laser intensities $I_c$ the signal deviates from an $I_c^3$ dependence indicating that partial saturation is present. The laser power was not calibrated absolutely but an order of magnitude estimate for $I_{\text{sat}}$ can be obtained from Eq. (3). Assuming that the population decay time and the coherence decay time are related as $2T_1 = T_2$ (Ref. 39) and assuming a homogeneous width of 0.1 cm$^{-1}$ we estimate a line-center saturation intensity of $\sim 0.3 \mu$J per laser pulse in the present configuration. The calculation is based on a transition dipole moment calculated from lifetime measurements.

The highest signal to noise ratios in DFWM are obtained when $I = I_{\text{sat}}$. This exploits the large increase of the signal intensity with laser power in the unsaturated regime. At intensities $I \gg I_{\text{sat}}$ noise from scattered probe light increases much faster than the DFWM reflectivity thus reducing the overall signal to noise ratio. The experiments were therefore performed with laser energies just below the point where the lines began to broaden.

Since only low intensities were required, the dye laser beam, which had a diameter at the exit plane of the laser of approximately 5 mm, could be spatially filtered with relatively small apertures of 1.5 mm diameter. This reduced the overall intensity substantially but yielded a very uniform circular Gaussian intensity profile. This resulted in excellent shot to shot stability of the DFWM signals.

To investigate whether the stationary absorber theory applied in the present case, theoretical line shapes were fitted directly to isolated triplets in the $R$ branch. The result is shown in Fig. 5. For this measurement the laser steplsize was reduced to 0.01 cm$^{-1}$ to scan slowly over the isolated $R_1(15)$, $R_3(14)$, $R_3(13)$ transitions, respectively. The solid line fit corresponds to Lorentzian cubed line shapes representing...
presenting the standard stationary absorber theory. Also shown is a Lorentzian fit corresponding to the moving absorber theory in the infinite Doppler limit and a Gaussian fit which is included for comparison. It is clear that the moving absorber theory, in the limit where the Doppler width far exceeds the homogeneous widths, does not apply in the current case. The Lorentzian line shape corresponding to this situation overpredicts the intensity in the extreme wings. The Gaussian profile, on the other hand, decreases too rapidly towards the wings. Clearly, the best fit occurs for the Lorentzian cubed line shape. The only fitting variable in the calculation was a single width parameter \( \Gamma_{\text{FWHM}} \) for all three transitions. The best fit corresponds to a linewidth \( \Gamma_{\text{FWHM}} = 0.12 \text{ cm}^{-1} \). This is significantly lower than the Doppler width of the \( C_2 \) molecules in the flame which is \( \sim 0.16 \text{ cm}^{-1} \) \((T = 3000 \text{ K})\). The residual linewidth is due to the combined effects of the laser linewidth \( (0.11 \text{ cm}^{-1}) \), the homogeneous linewidth, and a residual Doppler component arising from the finite beam crossing angles. In principle the homogeneous linewidth of the transition could be extracted from such a fit if a laser source of bandwidth \( \Delta \nu = 2 \Gamma_{\text{FWHM}} \) is available.\(^{23}\)

A linewidth measurement by Doppler-free polarization spectroscopy of \( C_2 \), using a laser linewidth of 0.05 cm\(^{-1} \), has been reported\(^6\) where it was stated that, since the flame environment is predominantly collision broadened, little can be gained in spectral resolution by the use of Doppler free techniques.\(^{10}\) The measurement yielded a homogeneous width of 0.14 cm\(^{-1} \) which is larger than the overall linewidth of the present measurement which was performed with a laser of almost twice the linewidth. However, the previous measurement\(^7\) was performed under partially saturated conditions and on spectrally overlapping lines. The results presented here, on the other hand, demonstrate that Doppler free, phase conjugate DFWM offers a significant improvement in resolution compared to Doppler limited techniques.

Knowledge of the exact line shape is crucial for the synthesis of the highly overlapping spectra. In all fits performed and discussed in the subsequent sections, a Lorentzian cubed line shape was used with a single width parameter for all transitions. This procedure was justified since no linewidth variations as a function of \( J \) were evident over the entire range of recorded spectra.

### B. Line positions and dependence on dipole transition moment

Knowledge of the exact line positions is also crucial for the successful simulation of complex overlapping DFWM spectra. Since line shapes add coherently small errors in the line, positions can lead to large deviations between measured and simulated spectra. Although \( C_2 \) spectroscopy has been a subject of interest for almost two centuries\(^{41} \) it was not until very recently that accurate data of line positions has become available. The first extensive spectral assignment has been undertaken by Phillips \textit{et al.}\(^{42} \) but, although very comprehensive, these data are of limited accuracy and do not agree well with more recent measurements performed with more advanced equipment. The most recent measurements on the \((0,0)\) bands have been carried out by Amiot,\(^{35} \) Suzuki \textit{et al.},\(^{43} \) and Prasad \textit{et al.}\(^{44} \) These represent the most precise measurements on \( C_2 \) line positions to date. In the present work, the Hamiltonian matrix elements presented by these authors\(^ {38,43,44} \) were combined and used as input to the computer program Hund A developed by Brown \textit{et al.}\(^ {45} \) This program is based on the Hamiltonian formalism developed by Brown and Merer\(^ {46} \) which diagonalizes upper and lower state Hamiltonian matrices of the transitions using a basis set in the Hund’s case \( a \) representation. Agreement between the calculated line positions and the literature values\(^ {38,44} \) was excellent around the band origin, although slight discrepancies were found toward high \( J \) values. The alternation in the splitting of successive \( P \) and \( P \) transitions was calculated to be slightly larger resulting in a larger intensity alternation in simulated spectra which better represented the measured spectra.

The program was also used to calculate accurate term energies \( F(J) \) and transition strength \( S_{21} \), which were related to transition dipole moments \( \mu_{21} \). Equation (2) shows a \( \mu^8 \) dependence on the line strength in the unsaturated regime. Rotational line strengths may vary significantly as a function of \( J \) in diatomic molecules and therefore the exact dipole dependence is a crucial parameter in the spectral synthesis.

Except for very low \( J \) values the HönL–London factors calculated by Hund \( A \) (which takes intermediate coupling cases fully into account) were in excellent agreement with analytical expressions first derived by Budó for \( C_2 \) (Ref. 47). Budó’s values were calculated assuming Hund’s coupling case \( b \) which is very rapidly approached for higher \( J \) ’s in \( C_2 \). For example, in the \( P \) branch the transition from Hund’s case \( a \) to case \( b \) is already completed for \( J \geq 5 \) (Ref. 44). Spectra simulated using Budó’s line strength values were identical in shape to those based on Hund \( A \) calculations.

Figure 6 shows normalized plots of \( |\mu_{21}|^6 \) and \( |\mu_{21}|^2 \) for the \( P \) and \( R \) \( 1 \) branches in \( C_2 \) corresponding to the AL theory in the limits \( I \ll I_{\text{sat}} \) and \( I \gg I_{\text{sat}} \), respectively. Although the behavior is different in the two intensity regimes, the absolute variation in \( \mu \) is small as a function of \( J \) in either case. This is in contrast to results obtained for NO (Ref. 48) and consequently \( C_2 \) DFWM spectra are much less sensitive to the exact dipole dependence.\(^ {11} \) Because \( I \ll I_{\text{sat}} \) in this work a \( \mu^8 \) dependence was assumed in the synthesis. It is worth noting that this same dipole dependence is obtained for \( I \ll I_{\text{sat}} \) using the broad bandwidth theory.\(^ {34} \)

Equation (1) shows how DFWM spectra are affected by the relaxation times \( T_1 \) and \( T_2 \) in the unsaturated regime. Assuming \( T_1 = 2T_2 = T_\text{r} \), there is a sixth order intensity dependence on \( T_\text{r} \), for \( I \ll I_{\text{sat}} \). The signal becomes independent of \( T_\text{r} \) under fully saturated conditions.\(^ {22} \) In the present case \( T_\text{r} \) was assumed to be independent of \( J \). Although the exact \( J \) dependence of \( T_\text{r} \) was not known, this assumption was encouraged by the fact that the measured linewidths did not change over the entire range of \( J \) values probed.
C. Spectral fitting

Figure 7 shows a theoretical fit to a DFWM spectrum recorded near the origin of the (0,0) band. The calculated line positions are indicated on the top graph. The spectrum was calculated using Lorentzian cubed line shapes with a line-width (FWHM) of 0.12 cm$^{-1}$ corresponding to the linewidth measured earlier and the good agreement between theoretical and experimental spectrum is apparent, despite the heavy spectral overlapping.

In the simulation the temperature was fixed at $T=3000$ K in agreement with the expected temperature. Near the band origin the spectral shape changes only slowly as a function of $T$ and the exact temperature is not crucial for a good fit. For thermometry therefore a more sensitive spectral region has to be selected. In thermal equilibrium the ground state population density $N=N(J)$ in Eq. (1) follows a Boltzmann distribution:

$$N(J) = \frac{N_t}{Q_r} g_J e^{-F(J)/kT},$$

(4)

where $N_t$ is the total population, $Q_r$ is the rotational state sum, $g_J$ is the degeneracy, and $F(J)$ is the energy of the rotational level $J$ concerned. Because of the exponential character of Eq. (4) accurate knowledge of $F(J)$ is crucial. In the present work the values of $F(J)$ were calculated directly using the Hund A program.

For thermometry applications using C$_2$, spectra covering both high and low $J$ values are required to give good temperature sensitivity over a spectral range which can be scanned in a comparatively short time. The suitable regions for C$_2$ thermometry have been discussed in a previous publication and in particular their suitability for single shot multiplex thermometry. Figure 8 shows a DFWM spectrum from such a spectral region obtained by scanning the narrow linewidth laser. Each measurement point corresponds to the average of 20 laser shots. The solid line corresponds to a theoretical fit using the stationary absorber theory. The strong intensity alternation of successive, overlapping $P_1, P_2$ transitions is apparent and the simulated spectrum depends critically on exact linepositions. The temperature, $T$, was used as a floating variable to obtain the best fit theoretical spectrum yielding a temperature $T=3083$ K. This is in agreement with the accepted flame temperature$^5$ for the conditions given. The good agreement between the simulated and experimental spectrum shows the potential of the technique as a reliable tool for temperature diagnostics. The signal-to-
A subtle but interesting feature of the recorded spectra is that some of the $P$-branch lines appear to be slightly better resolved in the experimental data than in the theoretical spectra. As noted above the coherent addition of blended lines, such as those in the $P$ branch, depends critically on the relative position of the components and the dephasing rate. The latter type of interference effects has not been included in the present calculations since the line positions are not known to sufficient precision and the dephasing rate, at atmospheric pressure, is sufficiently rapid to wash out such effects in most cases. However, it is possible that such an effect may lead to dips in the resultant intensity between closely spaced lines which are not included in the present theory. Overall, the temperature is found not to be dependent on the precise line shape and is sensitive more to the ratios of peak heights of the $P$ and $R$ branch lines.\(^\text{11}\)

Finally, Fig. 9 shows a fit to a high resolution spectrum obtained near the band head of the $(0,0)$ band. Simulation of such highly overlapping spectra provides an excellent test ground for current DFWM theories. Spectral fitting to isolated lines and composite features involving crossover resonances have been reported\(^\text{27,29}\) and also simulations using the moving absorber model of entire DFWM spectra.\(^\text{39}\) In the present work, the simulation covers a wide range including complex overlapping spectra where the line shape is a crucial parameter. For the calculation $T$ was fixed at 3000 K. Again, the line shapes were calculated according to the stationary absorber model which was earlier found to give the best description of isolated lines. Agreement between theory and experiment is found to be excellent. These results show successful fitting of synthetic spectra to complex, highly overlapping DFWM spectra which has not been previously reported. They show the potential of DFWM to become a diagnostic tool as robust and reliable as established techniques, such as CARS or LIF.

**IV. CONCLUSIONS**

This paper has presented high resolution DFWM spectroscopy of the \(\text{C}_2\) radical obtained from a standard oxy-acetylene welding flame. DFWM was applied in the Doppler free, phase conjugate geometry. Polarization discrimination was effectively employed to reduce probe and pump scatter from flame particulates and optical components. The coherent nature of the process makes it easy to reject incoherent background luminescence from the intensely bright flame, and the resulting spectra exhibited excellent signal-to-noise ratios. These features make DFWM ideally suited to probe this harsh environment. Its advantages over LIF in this environment were highlighted since LIF suffers from effects of quenching collisions, Doppler broadening, and background emission.

DFWM spectra of \(\text{C}_2\) were modeled theoretically for the first time and fitted to experimental data. The two level theory of Abrams and Lind, despite its approximations, serves very well to explain the observed spectral line shapes. In the present case \(\text{C}_2\) was chosen as an ideal test species to test the potential of DFWM for flame thermometry. The accurate synthesis of \(\text{C}_2\) spectra will allow the use of DFWM to infer temperatures in many hostile environments where this important radical occurs. Since \(\text{C}_2\) is present in most environments where the combustion cycle of hydrocarbon fuels is incomplete, this technique shows great potential as a thermometry probe.

Line positions and transition strength were calculated directly for \(\text{C}_2\) and slight discrepancies with published line positions were found at high $J$ values. Accurate line data are crucial for a successful simulation of \(\text{C}_2\) spectra, especially if coherent techniques are used where overlapping lines may interfere constructively. The high signal-to-noise ratio afforded by DFWM and its sub-Doppler resolution in the counterpropagating geometry show that it could serve as an alternative tool to provide accurate spectroscopic data on short lived radicals. Many radicals are created in highly luminous environments where conventional methods are limited by poor signal-to-noise ratios and Doppler broadening.
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